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Introduction
● Neural Network Verification using a parallel portfolio of solver configurations

● Reduces number of timeouts and improves verification speed

● Further improvements to performance are possible. 
● Two main goals:

○ Predicting performance (runtime) of the configurations (with the use of problem-specific instance features)
○ Implementing per-instance algorithm selection techniques to this problem

Source: König, M., Hoos, H.H. & Rijn, J.N.v. Speeding up neural network robustness verification via algorithm 
configuration and an optimised mixed integer linear programming solver portfolio
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Predicting performance of configurations

● Configurations have different solve times, some even timeout

● Can we predict performance?
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Config Solve time Status

1 2456.4 Infeasible/Unbounded

2 2176.09 Infeasible

3 3692.77 Infeasible

default 9600 User limit

Example of a single sample of the output of the MIPverify solver configurations (sample 17).



Finding features for MIP based problems 

● Work already exists for MIP 
instance features

● But there are other ways to find 
features for this problem

4Source: Frank Hutter, Lin Xu, Holger H. Hoos, Kevin Leyton-Brown,
Algorithm runtime prediction: Methods & evaluation,
Artificial Intelligence



Per-instance algorithm 
selection
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Source: J.R. Rice, The Algorithm Selection Problem, 1976. 



Going forward…

1. Make an overview of the current literature on:
○ MIP solvers 
○ Problem specific instance features
○ Algorithm selection methods
○ Etc..

2. Replicating results from relevant papers to the problem
3. My own implementation

○ Building model to predict runtime using found features
○ Algorithm selection 
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